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Abstract—In this paper, two proportionate affine projection sign 
algorithms are introduced. The performance of the proposed 

algorithms is compared with that of other proportionate affine 

algorithms under impulsive interference environment of a 

network echo cancellation system. It is shown that one of the 

proposed algorithms, termed memory improved proportionate 
affine projection sign algorithm (MIP-APSA), is the most robust 

to impulsive interferences and colored inputs. It is proved that 

MIP-APSA is a good candidate for network echo cancellation, 

because of its low complexity, good convergence speed and 

tracking abilities for echo paths with different sparseness 

measures, and projection orders. 

I. INTRODUCTION 

It is known that, in applications such as network echo 

cancellation, the echo paths are typically long and sparse. 

Adaptive filters are used to identify the echo paths and many 

adaptive filtering algorithms have been proposed (e.g. [1] and 

the references therein). The proportionate normalized least 

mean square algorithm (PNLMS) [2] and its improved 

IPNLMS version [3] explo its the sparseness of the echo 

paths. An improved algorithm, called the  -law PNLMS, 

used the logarithm of the coefficient magnitudes instead of 

coefficient magnitudes [4]. It is also known that the families 

of affine projection algorithms (APA) [5-7], and 

proportionate affine projection algorithms (PAPA) [8-15] 

have superior performances over the NLMS type of 

algorithms. Examples of PAPA are the Improved 

Proportionate APA (IPAPA) [9], the Memory Improved 

Proportionate APA (MIPAPA) [10], and the efficient  

Approximated MIPAPA (AMIPAPA) [11] etc. The MIPAPA 

and the AMIPAPA use previously computed proportionate 

coefficients in order to reduce the overall complexity of 

PAPA. The same idea was used in [12] in order to derive the 

 -law version of MIPAPA, called the  -law MIPAPA 

(MMIPAPA). The MMIPAPA showed further performance 

improvements over APA/IPAPA/MIPAPA [12], but at the 

cost of added logarithmic operations. Other proportionate 

algorithms with reduced complexity but with lower 

convergence performance were recently proposed in [13-15].  

Unfortunately, the APA and PAPA family of algorithms  

are not very robust to impulsive noise interference [16-20]. 

Robust affine projection sign algorithms (APSA) against 

outliers have been proposed in [16] and [17]. Recently, the 

real-coefficient improved proportionate affine projection sign 

algorithm (RIP-APSA) was presented and proved to be robust 

to such outliers [18-19]. The RIP-APSA was obtained from an 

1l -norm optimizat ion. In [19] The RIP-APSA’s superiority 

over APA, APSA and PAPA’s in terms of robustness and fast 

convergence for both sparse and dispersive echo paths in 

impulsive environments was proved by many simulat ion 

results. In the next section, two new proportionate affine sign 

algorithms are presented: The Memory Improved 

Proportionate Affine Projection Sign Algorithm (MIP-APSA) 

and the  -law Memory Improved Proportionate Affine 

Projection Sign Algorithm versions, termed MMIP-APSA. 

Simulation results and conclusions are included in this paper. 

II. ALGORITHMS DESIGN  

The proposed algorithms are derived starting from the 

RIP-APSA [18]. The adaptive filter that models the true L-

length echo path, h, is defined by 

       0 1 1, ,...,
T

Lk w k w k w k   w , where superscript T 

denotes transposition, and k  is the time index. We denote 

 x k ,  z k  and  v k  as the far-end, the near-end and 

background noise signals, respectively. The desired signal is  

       Ty k k z k v k  x h  where the vector 

     ,..., 1
T

k x k x k L    x collects the far-end signal. 

The output of the adaptive filter is      ˆ Ty k k k x w , and 

the error vector is given as   

        Tk k k k e y X w  

where        , 1 ,..., 1
T

k y k y k y k M     y  is a 1M   

vector, M is the projection order, and 
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       , 1 ,..., 1k k k k M     X x x x  is the input signal 

matrix. It is known that sign based adaptive algorithms can 

suppress impulsive noise components [16]-[19].  

      For the RIP-APSA [18], the filter coefficients were 

adapted proportionately by pre-mult iplying the update vector 

with the proportionate matrix 

      0 1diag ,...,  Lk g k g kG which contains the 

proportionate factors,  lg k  defined as:  

    
 

 
1

0

1
1 ,  1.. .

2
2

l
l L

i
i

w k
g k l L

L
w k










   



 

where 1 1    and ε  is a small positive constant to avoid 

division by zero [18].  

The RIP-APSA [18] computes: 

         sgn ,gs k k k kx G X e  

where  sgn   is the signum function. 

The weight updating equation for the RIP-APSA is   
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where   is the step size and   is another small constant to 

avoid division by zero [18].    

If we note      k k kP G X  we notice that  

          ... 1 ,k k k k k M    P g x g x 

where      0 1,...,  
T

Lk g k g k   g and the operator  

denotes the Hadamard product. As in [10], the “proportionate 

history” from the last M moments of time is taken into 

account and  kP  is approximated by  ' kP  defined as 

          ' ... 1 1 .k k k k M k M      P g x g x



The L M   ' kP  matrix can be computed recursively 

as        ' '
1 1 ,k k k k

  
 

P g x P where the matrix  

         '
1 1 1 ... 1 1 ,k k k k M k M         P g x g x

 

contains the first M – 1 columns of  ' 1k P  [11].  

TABLE I.  NUMBER OF MULTIPLICATIONS OF INVESTIGATED 

ALGORITHMS 

MIP-APSA RIP-APSA MMIP-APSA MMIPAPA 

 4M L 

 

 4M L 

 

 5M L     24 2M L M M     

 

An approximate 1L  vector  'g s kx  is then computed as 

follows: 

       ' sgn .' k k kg s x P e  

Finally, the weight updating equation for the MIP-APSA is  
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The computation of  'g s kx requires the same number of 

multip licat ions and additions as  gs kx , therefore, the 

numerical complexity of the MIP-APSA is the same with that 

of the RIP-APSA.  

The logarithmic proportionate updating scheme ([4] and [12]) 

can be easily incorporated in the MIP-APSA by modifying  

the proportionate coefficients of (2) as in (10)-(11):  

    
  

  
1

0

F1
1 ,  1.. ,

2
2 F

l
l L

i
i

w k
g k l L

L
w k










   





      logF ln 1 .l lw k w k   

As in [12], a value of log 1000  is used. Therefore, a new 

sign algorithm termed the  -law MIP-APSA (MMIP-APSA) 

is obtained.  

      The MMIP-APSA requires additional L logarithmic 

functions and L additions per iteration in comparison with the 

MIP-APSA. The overall complexity of the investigated 

algorithms is shown in Table 1. By  far the most complex 

algorithm is the MMIPAPA. Depending on L and M values, 

the MMIPAPA can have almost three times more 

multiplications than the PAPSA algorithms.  

III. SIMULATION RESULTS 

     The MMIPAPA [12], the RIP-APSA [19], the MIP-APSA, 

and the MMIP-APSA were simulated in impulsive 

interference environment and their speed of convergence and 

tracking abilities were compared. We used 
0.01,  =0     in the simulations of sign based adaptive 

algorithms. 



 

Figure 1.  Misalignment of RIP-APSA, MIP-APSA, MMIP-APSA and 

MMIPAPA with colored input signal,  Pr=0.001 and 0.01  . a) 2M  ; b) 

8M  . 

     The input signal was an AR(1) signal with a pole at 0.8 

and a white noise was added to the near-end in order to have 

a signal-to-noise ratio SNR=35 dB. The near end signal z(k) 

has a signal-to-interference ratio SIR= -10 dB and is modeled 

by a Bernoulli-Gaussian (BG) signal [16]. The BG 

distribution was generated as in [19] being a product of a 

Bernoulli process with the parameter Pr and a Gaussian 

process, keeping its average power constant.   

The simulations were performed using two network impulse 

responses (NIR) with 512L  coefficients with different 

sparseness measures defined by 

   1 2
1L L L L     h h , where 0 1   [21]. 

The sparse echo path has 0.850   and the dispersive echo 

path has 0.556  . The performance of the algorithms was 

measured by the normalized misalignment defined by 

   10 22
20 log /k k     

 
h w h  averaged over 10 

experiments. 

The convergence and tracking performance of the APSA, 

the RIP-APSA, the MMIP-APSA and the MIP-APSA using 

0.01   for all the algorithms, in the BG interference 

environment with Pr=0.001 is shown in Fig. 1. The echo path 

changed from the sparse NIR to dispersive NIR after 20000 

samples. Two projection orders were used and, as expected, 

the convergence speed of both algorithms increases with M. It 

can be seen that the MIP-APSA obtains the lowest steady-

state misalignment and has similar tracking abilit ies with the 

RIP-APSA. Fig. 1 shows the clear superiority of the MIP-

APSA over the MMIP-APSA and the MMIPAPA in 

impulsive interference environments in both convergence 

speed and tracking abilit ies. It was mentioned in [19] that the 

step size of the RIP-APSA is recommended to be smaller than 

0.1 for practical NEC applications. 

 

Figure 2.  Misalignment of RIP-APSA, MIP-APSA, MMIP-APSA and 

MMIPAPA with colored input signal, Pr=0.01 and 0.1  . a) 2M  ; b) 

8M  . 

      In Fig. 2 the influence of a stronger BG interference of 

Pr=0.01 on the APSA, the RIP-APSA, the MMIP-APSA and 

the MIP-APSA convergence is examined for 0.1  and two 

projection orders ( 2M   and 8M  ). It can be seen that the 

MIP-APSA has the best steady-state performance among the 

four algorithms. Also, it can be noticed from Figs. 1 and 2 

that a larger step size lead to a faster convergence of the MIP-

APSA, but to a higher steady-state misalignment too. The 

same conclusions were obtained for d ifferent in itializat ions of 

the weight vector, filter lenghts and the performance 

improvement can be even higher than 10 dB for high  

projection orders. It can be seen from Figs. 1 and 2 that the 

tracking performance of the MIP-APSA is close to that of the 

RIP-APSA. Therefore, the MIP-APSA has the best 

performance in case of changing echo path sparseness or BG 

interference levels. Fig. 2 also confirms the instability of the 

MMIPAPA in impulsive environments.  

      The performance of the four algorithms  for speech signals 

with a double talk situation is also investigated. A Geigel 

detector was used for all algorithms in order to detect the 

double talk situation assuming 6 dB attenuation and the hang-

over time 240holdT   samples [22]. The double talk 

happened between the samples 15000 and 25000 and the 

average far-end to double talk ratio is SIR=-8 dB and 

SNR=35dB. 

      Fig. 3 confirms the previous results and suggests that a 

more robust DTD to impulsive noise should be used. For the 

investigated double talk case and chosen parameters, the 

MIP-APSA is about 40% less complex than the MMIPAPA 

in terms of multip licat ions. 



 

Figure 3.  Misalignment of RIP-APSA, MIP-APSA, MMIP-APSA and 
MMIPAPA using the Geigel DTD, with speech input signal, Pr=0.001, 

2M   and 0.005  . 

Our simulations have indicated that the values of 0   or  

0.5   lead to the best performance of MIP-APSA or 

MMIP-APSA. The performance of the proposed algorithms is 

slightly reduced for small pro jection orders in case of using 

very small  or   values. Also, other simulat ions (not shown 

here due to the lack of space) have imdicated that the speed 

of MMIP-APSA convergence can be slightly increased by 

using a smaller log value, but the steady-state misalignment 

could increase a bit too. Our future work will be focused on 

improving the proposed algorithms and investigate their use 

in image processing [23] or hearing aids [24] applicat ions. 

IV. CONCLUSIONS 

In this paper, two proportionate-type affine projection sign 

algorithms namely, the MIP-APSA and the MMIP-APSA are 
proposed. They use a recursive procedure and the previous 

proportionate factors. It has been proved that the MIP-APSA 
offers the best performance/complexity ratio among the all 

considered algorithms for echo paths with different sparseness 
measures, projection orders and BG interference levels.  
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