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Abstract—This paper presents an efficient time-domain 
Generalized Sidelobe Canceller (GSC) with low signal distortion 
capabilities using the variable step size affine projection algorithm 
(VSS-APA) and a log-energy based voice activity detector (VAD).  
The performance of the proposed VSS-APA based GSC method 
with integrated log-energy VAD, is illustrated in the context of 
speech reinforcement application using different signals with low 
signal-to-noise ratio and different types of noise. 

I. INTRODUCTION 
The communication in vans and limousines between the 

passengers in the front and the rear is degraded due to the 
presence of the noise as well as the long distance between them 
[1]. This can be improved by using a speech reinforcement 
system. One important component of such system is the noise 
reduction stage. Since the positions of driver and front 
passenger are known, a fixed microphone array implementing a 
fixed beamformer has superior performances to those of single 
microphone noise reduction techniques [2] 

Spatial filtering is a powerful technique of enhancing a signal 
of interest while suppressing the interference signal (e.g. 
feedback signal of speech reinforcement systems) and the noise 
at the output of an array of sensors. The array consists of a 
number of microphones that are spatially placed at known 
locations and used to simultaneously sample the data. Because 
of their effectiveness in enhancing the quality of signal of 
interest, microphone arrays have been widely studied [3-6]. 

By the means of an adaptive optimization algorithm, which 
tune  the phase and the amplitude of signal wave at each sensor,  
it is possible to electronically steer the beam to a desired 
direction, usually the direction of the signal of interest and to 
place nulls in other directions, which corresponds to the 
undesired interference signal or jammer. Such adaptive 
beamformers have been used in a wide range of applications, 
e.g. antennas, radars, wireless communication, biomedical 
signal processing, speech processing [4-6]. 

By combining temporal and spatial filtering, a directive 
microphone array can be extended to a broadband adaptive 
beamformer. Such beamformer consists of a multi-input single 
output linear combiner and an adaptive algorithm that adjusts 
the weights of linear filters based on different optimization 

criteria [7-9]. Different beamformer characteristics may result 
depending on the way the filter coefficients are selected.  A well 
studied beamformer is the linearly constrained minimum 
variance (LCVM) beamformer. Its weight factors are selected in 
order to minimize the output variance of a beamformer, and 
constrained such that the signal from the direction of interest is 
captured with a specified gain and phase. 

An efficient adaptive implementation of the LCMV method 
was proposed in [10] and it is known as the Generalized 
Sidelobe Canceller (GSC). Basically the GSC is a method that 
changes the constrained optimization problem into an un-
constrained one. This technique is very popular due to low 
computational complexity and simplicity in real-time system 
realization.  

To overcome the slow  convergence rate of LMS based GSC 
technique, which depends on the eigenvalue spread of the 
correlation matrix of the input data, different implementations 
of the variable step size affine projection algorithm (VSS-APA) 
proposed in [11] have been used [12-13].  

It is well known that the noise reduction performance of the 
GSC depends on the validity of a priori assumptions about the 
signal model, and therefore, a VAD needs to be employed. A 
low complexity, log-energy based VAD has been selected and 
integrated with the GSC beamformer [15]. In this paper we 
propose an efficient way to integrate the VAD with the GSC 
beaformer. Our simulations have shown that the usage of VSS-
APA algorithm minimizes the effect of VAD's wrong decisions, 
increasing the robustness of GSC system. 

This paper is organized as follow: Section II is dedicated to 
the description of the GSC beamformer. Section III introduces 
the VSS APA algorithm. The Section IV presents the 
integration of the log-energy VAD. In Section V the 
experiments and simulation results are reported. Section VI 
concludes the work. 

II. GENERALIZED SIDELOBE CANCELLER 

The structure of a GSC beamformer is illustrated in Fig. 1 
[10]. It consists of a fixed beamformer (FBF) characterized by a 
quiescent weight vector wq, a blocking matrix (BM) Ca and a 
multiple-input adaptive interference canceller (AIC) defined by 
an adaptive weight vectors wi.  



Figure 1.  Generalized sidelobe canceller (GSC) 

The FBF, which is usually a delay-sum beamformer, 
enhances the desired signal component d(k) in the look 
direction, being obtained from the outputs of M sensors xi(k), 
i=1...M. The FBF sums up the steered sensor signals: 
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where  

 ( ) ( ) ( ),i ix k s k n k   

with s(k) the desired target signal and ni(k) a background 
noise/interferences. Because the source (position of the driver) 
is directly in front of the microphone array, the fix delay-sum 
beam is obtained by a simple averaging of microphone signals 
xi(k).  

The blocking matrix (BM), with M-1 linearly independent 
rows which sum-up to zero, (e.g. for M=4 [10]): 


1 1 0 0
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rejects the desired target signal by allowing only the 
interferences arriving from other direction than the look 
direction to pass through. The output of the BM consisting of 
interference signal only uj(k), j = 1…M-1,  will be adaptively 
cancelled from the reference signal d(k), which is the output of 
FBF.  In order to respect the causality of the system, a delay line 
of L/2 samples needs to be added on the FBF path, where L is 
the length of adaptive filters.  
 

III. VSS-APA ALGORITHM FOR GSC BEAMFORMER  
 
To overcome both the slow convergence of LMS based 

algorithm and VAD failure rate  (when speech and noise frames 
are classify as noise only frames) issues, the variable step size 
affine projection algorithm (VSS-APA) proposed in [11], 
developed in context of echo cancellation, was selected for 
AIC’s adaptive filters. The AIC subsystem can be seen as a 
MISO (multiple-input single output) system composed of a 
bank of adaptive filter. The output of each adaptive filter yi(k) is 
cancelled from the speech reference signal d(k), yields an 
estimate of beamformer output ( )ˆ

GSC ks . Considering 
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last P values corresponding to the channel i of AIC subsystem: 
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with P the projection order, M the number of microphones, i a 
channel of AIC subsystem ( 1... 1i M  ), 

0 1 ( 1)( ) , ,...,i i i L

T
i k w w w    w  the coefficient vector,                  

( )i kU  is a L×P  reference noise matrix, 
 ( ) ( ), ( 1), ..., ( 1)i i i ik k k k P   U u u u , with 

 ( ) ( ), ( 1), ..., ( 1)i i i i

Tk u k u k u k L   u , the VSS-APA [11]  for 
a channel i based approach is defined by the following 
equations: 
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The parameter 2ˆ ( )k  denotes the power estimate of the 
sequence α(k), and can be computed as 

 2 2 2 ,ˆ ˆ( ) ( 1) (1 ) ( )k k k         

where λ is a weighting factor chosen as λ = 1 – 1/(KL), with  
K > 1 and  ξ is a small positive regularization constant added to 
the denominator of μil(k) to avoid division by zero. 

A low computational complexity implementation of VSS-
APA that uses dichotomous coordinate descent (DCD) 
iterations, called VSS-DCD-APA, is a suitable choice for 
practical implementations, especially for high projection orders 
[14]. If some performance losses are acceptable, the block exact 
implementations could be considered [12-13].  
 

IV. VOICE ACTIVITY DETECTOR 
 
Even if a variable step size adaptive algorithm is used, the 

adaptation during speech activity considerably degrades the 
performance of GSC beamformer. In this case a voice activity 
detection (VAD) algorithm with the role of classifying the 
signal as either noise only or speech & noise is required. 

An efficient VAD with good performances at lower SNR’s 
and reliable for strongly nonstationary signals has been 
proposed in [15]. It is based on short-time smoothed log-energy 
distribution estimation. Based on statistics of the signal (mean 
and variance),  the instantaneous short-time log-energy of frame 
signal can be distinguished from the smoothed noise log-energy 
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distribution using two different thresholds, for speech (speech 
onset) TS and noise (speech offset) TN , defined as: 
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where, ˆ ( )N m and 2ˆ ( )N m  represent an estimate of the noise 
mean and noise variance respectively, at the frame instance r, 
being continuously updated only during non-speech periods.  

4   and 1.2  [15] are  factors used to define the  “upper” 
and “lower” thresholds for speech onset and offset, 
respectively. 
Defining the frame-based log energy of a signal x(k) as: 
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the VAD algorithm works as follow: 

TABLE I.  LOG-ENERGY VAD  ALGORITHM 

1. compute ( )
x

E m  

2. if ( ( ) ( 1)
x S

E m T m  ),     speech onset detected =>  VAD=1 
else VAD=1 

3. if ( ( ) ( 1)
x N

E m T m  ) 
    speech offset detected => update noise statistics and thresholds. 

 
The VAD can be connected either at the output of the FBF, 

just before the delay line or at the output of the GSC 
beamformer. In the first situation, the detection is made on 
speech reference signal d(k). 

In the second case the following constrains have to be 
considered: 

 during the first frames (until the adaptive algorithm 
reaches to steady state), the VAD could make wrong 
decisions, slowing down the adaptation process. In 
order to avoid this situation, during the start-up phase, 
the VAD has to make the decision based on the output 
of FBF. 

 the delay introduced by the VAD could not fulfill the 
system requirements, e.g. to not affect the speech 
intelligibility the max delay of speech reinforcement 
systems shall not exceed 10ms [16]. 

The adopted solution was to connect the VAD at the GSC 
beamformer. Also the usage of VSS-APA algorithm, minimizes 
the VAD’s wrong decisions, increasing the robustness of GSC 
beamformer. The log-energy of the signal was computed with 
an overlap on 160 samples. The delay introduced by VAD was 
only 2.5ms at 16kHz.  
 

V. SIMULATION RESULTS 
 
The linear microphone array used in this work was composed 

of 4 omni-directional microphones. The distance between the 
microphones is set to 2.5cm. The interference source started 
from the right at an angle of 30° while the speaker signal angle 
is 0°. The system is implemented under a sampling rate of 
16kHz. To simulate the environment, Matlab Phase Array 
System Toolbox™ has been used. The GSC beamformer has 
been tested using four types of interferences: white Gaussian 
noise, bubble noise, non-stationary noise and car engine noise 
with different signal to noise ratio SNR.  

The performance was measured using the output SNR metric 
defined as: 
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where 2 ( )s k  represents the generic clean input signal energy  

while  2ˆ( ) ( )s k s k is the noise energy.  Also the quality of the 
output signal 2ˆ ( )s k , expressed in mean opinion scores (MOS), 
has been evaluated using the  ITU-T Recommendation P.862, 
known as the Perceptual Evaluation of Speech Quality [17]. 

The VSS-APA algorithm is compared against APA and 
NLMS algorithms. The results are shown in Fig. 3 and Fig.4. 

Also, Fig. 5 shows the performances of VSS-APA algorithm 
when VAD is connected either to the output of FBF or to the 
output of GSG beamformer. The following common parameters 
of adaptive algorithms have been used: L = 128 (length of 
adaptive filter), μ = 0.2 (fix step size of APA and NLMS 
algorithms), K = 6 (constant for the power estimation of 
signals), P = 8 (projection order). 

 

a) b) c) d) 
Figure 2.  Performance comparison (SNR) under different input noise level and time among different algorithms. (a) white gaussian noise, (b) non-stationary 

noise, (c) bubble noise and (d) car engine noise 



a) 
 

b) 
 

c) d) 
Figure 3.  Performance comparison (MOS-LQO scores) under different input noise level and time among different algorithms. (a) white gaussian noise, (b) non-

stationary noise, (c) bubble noise and (d) car engine noise 

 

a) 

b) 
Figure 4.  Performance of VSS-APA. vs input signal used for VAD decision 
for a combined bubble and car engine noise. (a) SNR variation and (b) MOS-

LQO score 

VI. CONCLUSIONS 

An efficient GSC beamformer using VSS-APA with an 
integrated log-energy based VAD has been proposed. It is 
shown that an improved performance in term of noise reduction 
and speech quality has been obtained, especially for non-
stationary perturbations. Also our simulations have revealed that 
the best performance is obtained when the VAD is connected at 
the output of GSC beamformer. 
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